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Abstract

The analysis of clinical significance is helpful to decide if an intervention leads to prac-
tically relevant or meaningful changes for individual patients which is clearly different
from the analysis of statistical significance. However, the framework is used rarely and
inconsistently. We introduce the R package clinicalsignificance to harness the use of clin-
ical significance analysis of intervention trials in clinical research. This package provides
all relevant methods to calculate and present analyses of clinical significance in a consis-
tent form and easy to use implementation. Despite its shortcomings, clinical significance
analyses are a valuable tool to gain more insight into intended and potential unintended
intervention effects and they may improve the interpretation and comparability of inter-
vention trial results. Lastly, analyses of clinical significance may guide researchers and
policy makers in determining which interventions are clinically effective.

Keywords: clinical significance, psychotherapy, clinical studies, intervention studies, treatment
effect, intervention effect, R.

1. Introduction

Most researchers developing new interventions for specific disorders want to ascertain if that
said intervention actually helps the individual patient. Most intervention studies, however,
rely on tests of “statistical significance” (Cohen 2011; Gao 2020; Wasserstein, Schirm, and
Lazar 2019). If for instance, a researcher wants to determine the effectiveness of a new an-
tidepressant for the treatment of major depression, he/she measures the depressive syndrome
with a psychometric instrument in a patient sample before and during taking the new an-
tidepressant for a given period of time and then calculates the difference in these instrument
scores. This is usually done in one of two frameworks: frequentist null hypothesis significance
testing (NHST) or Bayesian significance testing. The result in the frequentist framework
may be a p value which gains insight into how improbable the resulting or a more extreme
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test statistic would be, if there was in fact no intervention effect (Goodman 2008). In the
Bayesian framework, a Bayes Factor (BF) may be calculated to update prior beliefs about
which of two hypotheses is more likely, e.g., null vs. alternative hypothesis, given the observed
data (Wagenmakers et al. 2018). In both cases, the resulting parameter, p or BF, is based
on groups. But “Statistical inferences drawn from groups of individuals may not accurately
describe the individuals themselves” (Grice et al. 2020, p. 444). These parameters fail to
provide information for a specific patient and the size of effects has long been considered
as a more suitable measure of the effectiveness of an intervention. One way of determining
the intervention effect’s size are effect sizes (Cohen 1988; Lakens 2013). But again, these
are calculated based on group-wise summary statistics and may be hard to interpret as well
(Funder and Ozer 2019). Thus, with the methods described above, no statement on the
practical relevance of intervention effects for individual patients can be made, and following
that, a researcher cannot decide, if the intervention actually helps these patients. Jacobson,
Follette, and Revenstorf (1984), as well as Ogles, Lunnen, and Bonesteel (2001) give an excel-
lent overview of these issues and recommend to additionally analyze the clinical significance
of intervention studies. So, let’s “bring the person back into scientific psychology [and other
fields], this time forever” (Molenaar 2004).

Jacobson et al. (1984) were among the first to introduce the framework of clinical significance
for which the question regarding the practical relevance or meaningfulness of intervention
effects for patients is the core idea. The goal of the clinical significance framework is not to
probabilistically distinguish an intervention effect from no effect at all, but to differentiate, if
an observed change is practically relevant or meaningful for a given patient. There does exist
a plethora of statistical procedures that may be used to determine if a patient is clinically
significant. Lavigne (2016) and Crosby, Kolotkin, and Williams (2003) give an overview of
the most commonly used approaches and we will follow their nomenclature in this article.
We will introduce the most relevant methods in Section 2 and will exemplify their use with
clinicalsignificance in Section 3.

Currently, there is only one R package (R Core Team 2024) that addresses analyses of clinical
significance, namely clinsig (Lemon 2016), which solely uses the method proposed by Jacob-
son and Truax (1991). This package also requires data to be extracted from a dataframe to a
vector which can be cumbersome for some, especially new R users. Currently, this procedure
is not implemented in other popular statistical software solutions such as IBM SPSS Statis-
tics (IBM Corp. 2021) or JASP (Love et al. 2019; JASP Team 2022). To facilitate the use of
clinical significance analyses in clinical trials and foster research on the topic itself, we devel-
oped the R package clinicalsignificance which employs multiple methods by various authors,
is easy to use, and yields publication ready results in a clear and consistent form. Pack-
age clinicalsignificance (Claus 2024) is available from the Comprehensive R Archive Network
(CRAN) at https://CRAN.R-project.org/package=clinicalsignificance.

We want to highlight that this article is not aimed at recommending any method over another;
we merely provide a toolbox with different utensils to perform clinical significance analyses
for the most common approaches in intervention studies. The decision to use any illustrated
approach and method is ultimately made by the researcher and should always be based on
and substantiated by the relevant literature. Nonetheless, the contemporary literature seems
to favor the individual level anchor-based and combined approaches as outlined below.
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2. Clinical significance methods

2.1. Anchor-based approaches

Anchor-based approaches are based on the minimal important difference! (MID; see Engel,
Beaton, and Touma 2018; King 2011 for methodological details) of an instrument, which is
the smallest change on an instrument that is regarded as practical or meaningful by patients.
This is usually established by comparing or linking the change in the respective instrument
with a patient reported global rating of that change (e.g., “I feel slightly better.”; see Lakens
2013; Leucht, Fennema, Engel, Kaspers-Janssen, Lepping, and Szegedi 2013, 2017 for exam-
ples). For instance, if the MID for an instrument measuring well-being is 5 points, then a
patient change during intervention of > 5 points is deemed clinically significant. Furthermore,
there are two levels at which anchor-based approaches can be used to examine the clinical
significance of an intervention study, i.e., the individual and the group level, which will be
outlined below.

Individual level

For the individual level, the individual patient change A from a pre intervention measurement
x1 to post intervention measurement xo is calculated as A = x9 — 21 and is then compared
against the MID. If the change exceeds the MID in size, then this change is clinically sig-
nificant and can thusly imply an improvement, deterioration or no significant change if it
does not exceed the MID. One also has to take into account the direction of the used in-
struments. Positive instruments measure a construct of which higher values are desirable, for
instance, well-being. Negative instruments are ones that measure a construct for which lower
values are desirable, e.g., symptom severity. Consequently, a clinical significant (meaningful)
improvement for the individual is believed to have occurred if

kA > MID
and a clinical significant (meaningful) deterioration can be assumed if
kA < —MID

with x indicating the desired direction of instrument. If a positive instrument is used, Kk = 1
and if a negative instrument is used, then K = —1. A change that is —MID < A < MID would
be categorized as “unchanged” or, respectively, not clinically significant (for an overview, see
Table 1).

For instance, imagine a psychotherapy patient filling out a negative instrument that measures
depressive symptoms like the (open access) Mind over Mood Depression Inventory (Green-
berger, Padesky, and Beck 2016). Suppose that this patient has changed from z; = 32 to
9 = 15 during a cognitive behavior therapy and that the MID for this instrument is MID = 9
points. Then, k = —1 and A = 15 — 32 & A = —17. Because kA = (—1)(—17) & KA =
17 and 17 > 9, this patient is categorized as “improved”. If however, a patient changed
from z1 = 7 to xa = 16 (still with Kk = —1 because the instrument is the same), then

! Although the term “minimal important change” (MIC, see De Vet and Terwee 2010) fits better with the
longitudinal nature of the underlying data, MID seems to be used more often, so we adapted to this naming
convention as well.
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Figure 1: Clinical significance categories for the group anchor-based approach (for a positive
outcome). The solid line represents a null-effect, the dotted line the instrument’s MID. Points
represent the average intervention effect, surrounded by the uncertainty interval with error
bars.

KA = (—1)9 & kA = =9 and —9 < —9, the patient would therefore be classified as having
meaningfully deteriorated during intervention.

It is further possible to obtain separate MIDs for an improvement and a deterioration. In this
case, one could define MID; as the MID that needs to be reached for an improvement and
MIDg as the threshold that signifies a clinically significant deterioration. If only the MID for
either an improvement or a deterioration is known, then MID; = MIDy is implicitly assumed.

Group level

For the group level, a shifted null hypothesis significance test can be performed to test the
hypothesis that the whole group demonstrated a clinically significant change (Kieser and
Hauschke 2005). For this, the mean change Apcan of a group is calculated, along with the
associated confidence interval (CI), typically a 95 % CI (which would result in a significance
level of 2.5%). Based on the location of the mean difference and its confidence interval, a
group-wise change can be categorized one of several groups (see Figure 1).

The effect can be not statistically significant (see effect category “A” in Figure 1) or sta-
tistically significant but both, the mean intervention effect and its confidence intervals are
beneath the predefined MID (see effect category “B” in Figure 1). In this case, the effect is not
clinically relevant. Or the effect can be not significantly less then the predefined MID if the
MID falls into the range of the CI but the mean effect is still less than it (see effect category
“C” in Figure 1). The effect may also be probably clinically significant, in which case the
mean effect is greater than the MID but it still is in the range of the CI (see effect category
“D” in Figure 1). In the last case both, the mean intervention effect and both CI limits are
greater than the MID (see effect category “E” in Figure 1). Then, the mean treatment effect
is regarded as a large clinically significant effect (see Table 2).
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maximal risk of misclassification, MID = minimal important

Table 1: Clinical significance categories for the (individual) anchor-based, percentage-change,

distribution-based, and statistical approach. « = significance level, C' = cutoff value, x

instrument direction, @max

difference, PCC = percent-change cutoff, z = quantile function of the standard normal dis-

tribution.
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Point estimate

Category kCl  KAmean kCI
Statistically significant but not clinically relevant < xMID < xMID < kMID
Not significantly less than MID < kMID < kMID > xMID
Probably clinically significant effect < kMID > kMID 2> xkMID
Large clinically significant effect > xMID > &xgkMID > sxMID

Table 2: Clinical significance categories for the group anchor-based approach. CI. and CI;
refer to the conservative and liberal limits of the confidence interval for the mean effect.
The conservative confidence limit is the one that is closer to 0 (the lower limit of the CI for
“positive” outcomes as in Figure 1) and the liberal confidence limit the one that is further
away from 0, so |[Cl.| < |CL}|. In all cases, k X point estimate > 0 is assumed (indicating a
statistically significant change).

Above, the frequentist framework for obtaining group-wise clinical significance estimates is
described. However, the same reasoning can be adopted in a Bayesian framework (for an
introduction see Etz and Vandekerckhove 2018; Rouder, Haaf, and Vandekerckhove 2018;
Wagenmakers et al. 2018). In this case, the average group change is the median of the posterior
distribution and the uncertainty interval is the credible interval, i.e., the highest density
interval (HDI) of the posterior distribution (Kruschke 2015). The Bayesian framework offers
unique advantages in the interpretation of the average treatment effect and the associated
uncertainty interval. In the frequentist framework, the CI limits are merely points and —
strictly speaking — offer no insight into how the mean change is distributed. Given the
sampling procedure, the sample size, and imaginary infinite repetitions of the sampling, the
true mean group change would lie within the confidence limits 95 % of the time. This is the
usual long-run frequency interpretation of the frequentist approach.

In the Bayesian framework however, in which inference is based on a full posterior distribution
given the observed data, the credible interval contains the true group change with 95 %
probability (see Hespanhol, Vallio, Costa, and Saragiotto 2019 and Morey, Hoekstra, Rouder,
Lee, and Wagenmakers 2016 for a thorough discussion on this topic). Thus, the use of the
Bayesian framework may be more intuitive, offers several advantages over the frequentist
CI, and is the default method for the group level anchor-based approach in our package
clinicalsignificance.

In intervention studies, random variations or systematic time trends may be controlled by
the use of an inactive comparator group, such as a placebo in medication studies or a sham
treatment in psychotherapy studies, for instance in randomized controlled trials (RCTs). In
these studies, the researcher is usually not directly interested in the change of both groups
but the change of the target group (i.e., medication, psychotherapy, new intervention, etc.)
in relation to the control group. In this case, the average between-group difference and its
associated confidence (or credible) interval can be calculated. This difference and the asso-
ciated uncertainty interval can then be categorized as the within group change as described
above and in Table 2.

Although this group level approach to anchor-based methods for establishing clinical signifi-
cance is very easy to use and naturally extends the common statistical procedures taught in
most statistical courses (i.e., the ¢ test), the very idea of clinical significance analyses is to
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focus on the individual and whether individuals experienced a meaningful change during the
intervention (as described in the introduction and Ogles et al. 2001 as well as Molenaar 2004).
One may easily lead the group level analyses ad absurdum, if we assume a large dataset with
two distinct but unknown groups. During a fictitious intervention one group can be described
with a pre intervention mean M; = 5 and the post intervention mean My = 10. The other
group can be described with M; = 10 and Ms = 5. We further assume the standard devia-
tions to be equal in all instances. Here, the group level mean change would be Apean = 0 but
a lot has happened on the individual level, i.e. many individuals improved but approximately
the same number of individuals deteriorated as well. This is an extreme (and unlikely to
be actually observed) example for an intervention study but these distinctions may be over-
looked by generally focusing on group level analyses. Because of that, regarding the clinical
significance of intervention studies, we do recommend always conducting an individual level
analysis of intervention studies and other desired approaches in addition.

2.2. Percentage-change approach

The percentage-change approach is similar to the individual anchor-based approach (Sec-
tion 2.1) but differing in the way not to evaluate the raw change A against the MID, but
the relative change A, to the predefined percentage-change cutoff (PCC) that is believed to
indicate a clinical significant change. Here, A, is defined as
A

Arel = ;l (]—)
A practically meaningful, or clinically significant, improvement is believed to have occurred
if the relative change is larger or equal to a predefined percentage change, so

lﬁ;Arel Z PCC

The classification of clinical significance categories based on A, relative to the PCC can
more generally be categorized according to Table 1. One exception is the case when 1 = 0,
for which Equation 1 is not defined. In this special case, a change in the beneficial direction,
irrespective of its size, is classified as an improvement and a change in the harmful direction
as a deterioration.

For example, reconsider the patient example from Section 2.1 that changed from x; = 32
to x9 = 15 during an intervention as measured by a negative instrument. Suppose that it
was previously shown by others that a 30 % reduction (PCC = 0.3) in depression scores may
be considered clinically relevant. Again, x = —1 and thusly, A, = %; & A ~ —0.53.
Because kA > PCC < 0.53 > 0.3, this patient may be categorized as improved.

Similar to the MID, there may be different estimates for a PCC that represent an improvement
(PCC;) or a deterioration (PCCyq). If only one of those estimates is known, it will be implicitly
assumed that PCC; = PCCy.

2.3. Distribution-based approach

The distribution-based approach takes into account the distribution of the observed instru-
ment scores, as well as the instrument’s reliability. This information is used to determine
if an individuals’s change is beyond a level that could be attributed to measurement error
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and is consequently reliable. All psychometric instruments measure the desired outcome with
imprecision which needs to be accounted for. This is usually referred to as the minimal
detectable change (MDI). Following contemporary research, the distribution-based approach
should not be used as the sole method to infer clinical significant change (Turner et al. 2010;
De Vet and Terwee 2010). Nevertheless, several methods have been developed to be used in
this approach, which are outlined below.

Jacobson and Truax

Jacobson and Truax (1991) proposed the reliable change index (RCI, Jacobson et al. 1984),
incorporating small computational changes advocated by Christensen and Mendoza (1986),
which can be calculated for each patient as follows.

Let s; be the sample standard deviations when index i denotes the measurement before (i = 1)
and after (i = 2) an intervention. Then, the RCI is calculated as

To — T1
RCI =
Saiff
with
Sair = \/2 (Sr)*

SE = 81\/1 — Trx

Here, 1 and xo are the pre- and post intervention scores for a given patient, s; is the pre
intervention standard deviation of all scores, and 7, is the instruments reliability. Both,
Tingey, Lambert, Burlingame, and Hansen (1996) and Martinovich, Saunders, and Howard
(1996) recommend using a measure of internal consistency, e.g., McDonald’s w (Flora 2020) as
the instruments reliability although originally, r,, refers to the test-retest reliability. Sgig is
the standard error of difference, and Sg is the standard error of measurement. The standard
error of difference “describes the spread of the distribution of change scores that would be
expected if no actual change had occurred” (Jacobson and Truax 1991, p. 14).

The resulting RCI is then compared against a critical value to determine, whether an observed
change is unlikely, if there was in fact no change, as is outlined in Table 1. Given a significance
level a, the critical value can be obtained as the quantile of the standard normal distribution
Z1-g. For o = .05, the critical value is z975 =~ 1.96. For instance, if a patient’s RCI > 1.96
or RCI < —1.96 then the observed change would be surprising (p < .05), if there was in
fact no change. If —1.96 < RCI < 1.96, the change is assumed to fall in the range of scores
which would be expected if in fact no change had occurred. Thus, an RCI in this range would
categorize a patient as “unchanged”. The Jacobson and Truax (1991) method is the default
distribution-based method in clinicalsignificance and « can be changed if desired.

Edwards and Nunnally

Speer (1992) incorporated other statistical approaches (Edwards, Yarvis, Mueller, Zingale,
and Wagman 1978; Nunnally 1967, 1975) to account for regression to the mean, which is the
tendency of test scores to become less extreme over time. Consequently, the pre intervention
score x1 should be adjusted in the direction of the mean of all pre intervention scores Mj.
Thus, patients with more extreme initial instrument scores must show a greater change from
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before to after the intervention to show a reliable change. Hence, he recommended calculating
an interval around the adjusted (“true”) pre intervention score which signifies an area of no
change with the upper bound I, and lower bound I;. If the post intervention score falls
outside this interval, reliable change can be assumed. Speer (1992) advocated the interval

[ImIl] = [Twz (1'1 - Ml) + Ml] +2Sg

which can be reformulated to

— [rags (1 — My) + My]

€2
I =
RC 5,

The RCI can then be interpreted and classified according as described above (see Table 1).

Gulliksen, Lord, and Novick

Hsu (1989, 1995) refined the Edwars and Nunnally method further, incorporating work from
Gulliksen (1950) and Lord and Novick (1968) by not only adjusting the pre intervention score
x1 but also the post intervention score xo and substituting the standard error of measurement
SE with the standard deviation of errors of prediction. The result is

<$2 - Ml) — Tax (xl - Ml)

Hsu (1999) raises the caveat that the mean and standard deviation in Equation 2 “might be the
pretest mean of a ‘relevant’ group” (p. 595) although he initially stated that these estimates
might be from an entirely different sample constituting the clinical population as well. Our
package clinicalsignificance estimates the required M and s from the pre intervention sample.
Hence the index 1 in Equation 2. The interpretation and classification of the RCI is the same
as described above (see Table 1).

RCI =

(2)

Hsu, Linn, and Lord

Hsu (1989) additionally advocated a method that adjusts the post intervention scores xo with
the mean of all post intervention scores Ms instead of M;

(xg — Ma) — ray (x1 — M)

Again, the resulting RCI is categorized according to Jacobson and Truax (1991) (see Table 1).

RCI =

Nunnally and Kotsch

Nunnally and Kotsch (1983) explicitly recommended a measure of internal consistency r7¢ in
their approach to calculate the RCI and advocate that the internal consistency of the used
instrument should be incorporated for both, the pre and the post intervention measurement.
Their RCI estimate is

Ty — [7“10(1) (x1 — M) + Ml}

Vst (L= ricw)] + [ (1= rice))

RCI =
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and is also interpreted as outlined above (see Table 1).

Hageman and Arrindell

Hageman and Arrindell (1999b) presented the most thorough modification of the original RCI
by Jacobson and Truax (1991). They center their approach around work of Cronbach and
Gleser (1959) and propose an individual index for reliable change, namely the

(x1 —x2)rpp + (M2 — My) (1 —rpp)

RClIinprv =
\/%\/@
with
str + s2r — 281897
rpp = 1" zx(1) 2T zx(2) 152712
3% + 3% — 25159712
and
2 2
sy — 8
Taa(l) = 187%>E 3)
2 2
s5— S
Tza(2) = 287§E (4)

r19 is the Pearson correlation coefficient between pre and post intervention scores.

RCIinprv can be interpreted like the Jacobson and Truax (1991) RCI but the critical value is
defined as the quantile of the standard normal distribution z;_g, ., given the maximal risk
of misclassification ¢pax (Cronbach and Gleser 1959), which is usually set to ¢max = .05 by
default and then yields the critical value z g5 ~ 1.64 (see Table 1). If desired, ¢max can be
changed in our package.

Hageman and Arrindell (1999b) furthermore proposed a “straightforward” method to estimate
the proportion of patients whose true difference score is below zero (for a “negative” outcome)
and whose true score is below the cutoff at the group level. They advocate

0~ Mag
Sdiff\/T"DD

where Proportion yaneeq = F(2) and with Mgig and sqig being the mean and standard de-
viation of the pre-post difference scores and F' being the cumulative probability of the stan-
dard normal distribution. Proportiong,,n..q can be interpreted as the percentage of patients
that have improved irrespective of the size of change (Hageman and Arrindell 1999a,b).
Note that the given formula is for “negative” instruments. For “positive” instruments,
Proportion yaneeqa = 1 — F'(2). Additionally, they advocate

z

_ TRC — M,
82\/%090(2)

where Proportionyeyond cutof = £/(2). Again, this is the formula for “negative” instruments.
For “positive” instruments, Proportiony,eyong cutot = 1 — F(2)

z
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De Vries and Morey

So far, all RCI methods can be seen as belonging to the frequentist framework. However, De
Vries and Morey (2013) as well as De Vries, Meijer, Van Bruggen, and Morey (2016) describe
methods to calculate Bayes Factors (Wagenmakers et al. 2018) quantifying the evidence for
the hypothesis of no (i.e., zero) change against the hypothesis of a (non-zero) change. This
approach requires at least three data points per patient (De Vries et al. 2016). As far as
we know, this method was rarely applied but may be a viable alternative in the Bayesian
framework. It is (currently) not implemented in clinicalsignificance.

Hierarchical linear modeling

All methods (except De Vries and Morey) concerning the detection of reliable change presented
above do encounter one issue: they can only take into account two data points per patient.
Researchers may, however, assess the desired outcomes more frequently than before and after
an intervention. Hierarchical linear models (HLM) may be used to incorporate all available
patient data. We can not give any detailed information on this topic here, but the interested
reader may refer to Field (2018) for a light and Finch, Bolin, and Kelley (2019) for a thorough
introduction. In this approach, all measurements can be seen as nested in the individual
patients. In this case, a regression line can be estimated for each patient, with own intercept
and slope, which incorporates information from the individual patient and the whole sample.
If a patient-specific slope is “steep” enough (as compared to the slopes standard deviation),
then a patient may be classified as reliably changed based on this ratio of slope against its
variance. More formally, let y;; be the instrument score of a patient j for measurement 7,
then

Yij = Poj + Puj - time + &5

with fy; denoting the individual intercept, 1; denoting the individual impact of time (i.e., slope),
and €;; as the error of measurement of that individual at measurement i. The regression co-
efficients can then be expressed as

Bo; = Y00 + Uo;
B1j = v10 + Uy

with 409 and 719 being the overall intercept and slope. Up; and Uy; are the individual de-
viations of patient j from the overall coefficients. Of interest in this analysis is a variant of
the individual slope (31;, which incorporates not only information from the patient but also
from the sample. This estimate is the empirical Bayes estimate BL‘ (see Liu, Kuppens, and
Bringmann 2021; Raudenbush and Bryk 2002). Given the variance of this estimate, Vj*, the
RCI can then be calculated as

Bi;

‘/j*

RCI =

This RCI can, again, be interpreted according to Jacobson and Truax (1991) (see Table 1).
Bear in mind that the estimation of hierarchical linear models for unbiased estimates requires
further assumptions, that need to be considered (e.g., linearity or homoscedasticity, see Finch
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Figure 2: Jacobson et al. (1984) proposed three cutoffs to determine the border between two
populations. These three cutoffs are shown as vertical lines over the two population distri-
butions. Cutoff ¢ incorporates information from both, the clinical and functional population
and is thus the recommended cutoff choice. In this fictional example, a positive instrument
is used.

et al. 2019). We included a function into our package to retrieve the fitted model, making it
easy to check these assumptions.

2.4. Statistical approach

If it can be assumed that the outcome of interest (e.g., depressive symptom severity) can be
described on a continuum and a clinical population (e.g., patients with major depression) as
well as a functional population (e.g., the general population) form two distinct distributions
on that continuum, then Jacobson et al. (1984) proposed the use of the statistical approach
to clinical significance. They reason that if a patient belongs to the clinical population pre
intervention and is likely to belong to the functional population post intervention, then this
change should be meaningful for the given individual and thus clinically significant. At the
same time, one might need to distinguish between symptom severity and general functioning,
which do not necessarily need to covary. In such instances, two separate analysis or the
development of a composite score may be a viable option to portray the whole picture.

With the statistical approach, a cutoff distinguishing the two populations is defined, which
must be crossed during intervention. Jacobson et al. (1984) advocated three cutoffs that may
be used, based on the available data.

Jacobson, Follette, and Revenstorf

Jacobson et al. (1984), as well as Jacobson and Truax (1991), proposed the three cutoffs
a, b, and ¢ that may be used to distinguish the clinical and functional population and are
illustrated in Figure 2.

One reasonable cutoff would be the midpoint between the two populations. If M; and s; are
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the mean and standard deviation of both populations with ¢ = 0 denoting the functional and
1 = 1 denoting the clinical population, then this cutoff can be calculated as

~ soMy + s1 My
S0 + S1

As is evident, this cutoff incorporates information of both populations and can be regarded
as the most objective one. Unfortunately, in some cases, the required summary statistics
of the functional population are lacking. In this case, Jacobson et al. (1984) proposed two
additional cutoffs, namely

a = My + Kk2s;
b:MO —H281

For a patient to belong to the functional population, its test score must exceed the mean
of the clinical population and two times the clinical standard deviation in the beneficial
direction after the intervention (compare with Figure 2) to cross cutoff a. For b, the patient
must cross the point that is the mean of the functional population and two times the clinical
standard deviation in the harmful direction. Note that in both a and b, the clinical sample’s
standard deviation s; is used to establish the cutoff. Based on the individual’s pre- and post
intervention scores, it’s change may be categorized according to the rules in Table 1.

For instance, consider the psychotherapy patient from Section 2.1 again. This patient changed
from z; = 32 to z2 = 15 on a negative outcome instrument, so k = —1. Suppose, the
population cutoff is ¢ = 16. Because kx1 < kc & —32 < —16 and ka2 > ke & —15 > —16,
this patient may be considered as having meaningfully improved.

As can be seen in Figure 2, if the populations overlap considerably, ¢ may be too conservative
and b to liberal to classify a patient belonging to the functional population. In this case
c seems to be the best option. Yet, if the populations are very distant from each other, ¢
may even become too conservative and a might be a viable option. Hence, we recommend
checking the cutoff in each case but generally recommend c as it incorporates information of
both populations. If there are no summary statistics for the normal population, we encourage
researchers to estimate these first.

Hageman and Arrindell

Jacobson and Truax (1991) noted that the usage of the aforementioned cutoffs may be prob-
lematic because of the instrument’s inherent measurement error. Consequently, Hageman and
Arrindell (1999b) developed an individual cutoff, CSinpry, which establishes a band around
the cutoff in which the risk that a patient is classified as “changed population”, although it
actually did not change the population, is > 5%. Their cutoffs can be calculated as

M + ($2 - M2)raca:(2) — TRC
\/Tx;r(2)SE

In this case, the index refers to the measurement, so Ms and x5 denote the mean of instrument
scores and individual patient score at post intervention measurement.

SE = Ssample/ 1-— T'sample

CSinprv =
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Hageman and Arrindell (1999a) argue in response to McGlinchey and Jacobson (1999) that
the calculation of the standard error of measurement Sg is crucial. This means that Sg is
fixed and all reliability estimates are calculated based on it. Our package clinicalsignificance
estimates Sgample from the pre intervention sample, thus, Ssample = S1. Tsample refers to the
samples’ reliability coefficient which is estimated under optimal conditions.

TRC is the “true” cutoff score and an equivalent to the proposed cutoffs a, b, and ¢ for which
every standard deviation s; is multiplied with the square root of the relevant reliability. So

50/Tzz(0) M1 + 81,/Tzz(1)Mo
804/Tzz(0) T S14/Tzx(1)
atrue = M + K281 VTzx(1)
btrue = Mo — "'/‘7281\/sz(1)
with index ¢ denoting the functional (¢ = 0) and clinical (¢ = 1) population. Furthermore,
Tzz(0) May be calculated according to Equation 3 but using the respective standard deviation
s;. The CSinpry is the compared against a critical value to decide if a patient crossed the

cutoff with a certain level of confidence as is shown in Table 1 and patients can, again, can
be categorized as having “improved”, “deteriorated” or are “unchanged”.

Ctrue =

Hsu

Hsu (1996) furthermore argues that the probability for a patient belonging to the functional
or clinical population can only be estimated with Bayesian methods, although their use in
practice may not be suitable because of unknown base rates for the examined clinical syn-
dromes. Nonetheless, he provides the interested reader with the modified cutoffs as proposed
by Jacobson et al. (1984) and more definite interpretations which can also be used to modify
the cutoffs advocated by Hageman and Arrindell (1999b). This approach is (currently) not
supported by clinicalsignificance.

2.5. Combined approaches

According to Lavigne (2016) and Crosby et al. (2003), it is possible to combine multiple
approaches of the ones outlined above. Most common seems to be the combined approach by
Jacobson et al. (1984) and Jacobson and Truax (1991) in which they recommend combining
the statistical and distribution-based approach. They reason that a meaningful change occurs,
if a patient changed from the clinical to the functional population and if that change is
reliable. Based on the combination of fulfilled criteria for the two approaches, a patient may
be categorized according to the following Table 3.

Note, that we introduce the new category “Harmed” to signify patients that changed reliably
from the functional to the clinical population, which was not named in earlier works. This
naming convention might be essential to also estimate the side effects or unintended harmful
consequences of interventions (Margraf and Scholten 2018).

We propose another combined approach in which the statistical and anchor-based approach
are combined instead of the statistical and distribution-based approach (see Table 3). In the
approach above, the category “improved” refers to patients that did not change population
but improved reliably in a statistical sense and showed a change greater than the MDC (and
vice versa for a “deterioration”). In our proposed combined approach, “improved” refers to
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Combined approaches

Category Statistical ~Distribution/anchor-based
Recovered Improved Improved
Improved Unchanged Improved
Unchanged — Unchanged
Deteriorated Unchanged Deteriorated
Harmed Deteriorated Deteriorated

Table 3: Clinical significance categories based on the combined approach by Jacobson et al.
(1984) and our approach outlined above in which the statistical and distribution- or anchor-
based approach are considered simultaneously.

patients that did not change populations but at least showed a clinically meaningful minimal
improvement, i.e., a change that exceeds the MID. This changes the definition of the minimally
required change. Like De Vet and Terwee (2010) argue, a meaningful change may also be
smaller that the measurement error of an instrument (and hence smaller than the MDC),
which is accounted for in this approach. “Recovered” then refers to patients that at least
demonstrated a minimally meaningful change and can be seen as members of the functional
population after treatment.

It is obvious that the combined approaches are stricter than any of the two approaches on
their own but offer a further interpretation of results. The combined approaches also take
into account a patient’s pre intervention value and not just its change. Assuming an MID = 5
points, a patient with pre and post intervention values 21 = 20 and z9 = 10 would be classified
in the same anchor-based approach clinical significance category as the patient that changed
from z; = 40 to x5 = 5, although the latter patient most certainly demonstrated a greater
improvement. This information can be taken into account in combined approaches.

2.6. Visualizations

The categories proposed above may be easiest to interpret in visual form.

Clinical significance plot

Jacobson et al. (1984) proposed the default clinical significance plot. This plot can be con-
structed for each individual level approach and is thus recommended to be the primary vi-
sualization method for clinical significance analyses. Examples of such a plot can be seen in
Figure 3A—C.

Plotted are uniform data to visualize the clinical significance categories. Suppose that in these
figures, a negative instrument was used, so lower scores correspond to a beneficial outcome.
The pre intervention scores are plotted on the z-axis, the post intervention scores on the y-axis.
Each patient is plotted as a point. If points fall on the solid diagonal line, then the pre and
post scores are identical. Points that are plotted above the solid diagonal represent patients
with higher post intervention scores as compared to pre intervention and the points that fall
below the diagonal represent patients with lower scores after the intervention. In Figure 3A, a
shaded area is drawn around the solid diagonal, which indicates “the spread of the distribution
of change scores that would be expected if no actual change had occurred” (Jacobson and
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Figure 3: Clinical significance plots for (A) uniform data and the anchor-based, distribution-
based or percentage-change approach, (B) the statistical approach, (C) a combined approach
of statistical and distribution/anchor-based approach, and (D) trajectories of the distribution-
based approach with the HLM method (based on a fictitious dataset).

Truax 1991, p. 14) and illustrates the patients that did not change reliably. Patients that fall
in that region can be classified as “unchanged” (green points). Patients that are above can
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be seen as “deteriorated” (yellow points) and those below (blue points) as “improved”. The
results of the individual anchor-based, percentage-change, and distribution-based approach
can be visualized with a plot as depicted in Figure 3A.

In Figure 3B, the results of the statistical approach are presented. The plot contains dashed
vertical and horizontal lines. These lines represent the cutoff value that distinguishes the
populations (functional vs. clinical), or that a patient has to cross from pre to post interven-
tion to demonstrate a change in populations. Patients that fall to the right of the vertical
line can be seen as members of the clinical population before the intervention and those that
fall to the left line can be seen as belonging to the functional population before the inter-
vention (for a negative outcome instrument). Those patients that fall beneath the horizontal
line can be seen as being part of the functional population after treatment and those above
the horizontal line are in the clinical population after treatment. Because this is a negative
outcome, we are especially interested in all patients that fall right to the vertical line and
below the horizontal line. These patients demonstrated a clinical significant change and can
be classified as “improved” (blue points). Patients that did not change populations are clas-
sified as “unchanged” (green points) and those that moved from the functional to the clinical
population are categorized as “deteriorated” (yellow points).

Figure 3C depicts the result of the combined approach of distribution/anchor-based and
statistical approach, originally described in Jacobson et al. (1984) and our approach proposed
above. In addition to the statistical approach, a patient must demonstrate (in the distribution-
based approach) a reliable change that is unlikely attributable to measurement error, or
exceeds the MID (in the anchor-based approach). Thus, this plot also contains a shaded
region that signifies patients as “unchanged” (yellow points). Contrary to the statistical
approach alone, patients may be categorized as having improved or deteriorated, even if they
still belong to the population in which they entered the study (categories “improved” and
“deteriorated” as shown with light green and orange points, respectively). Patients can only
be categorized as “recovered” or “harmed” is they fulfill both criteria, so additionally changed
population and not only demonstrated a reliable change (as shown with blue and dark green
points, respectively).

In all examples, the classification categories change, if a positive instrument is used. Then,
the categories are mirrored along the solid diagonal, so for instance in Figure 3A, points that
fall beneath the shaded area would be classified as “deteriorated” and points that are above
the shaded are would be categorized as “improved”.

Hierarchical linear modeling method

The distribution-based approach can be carried out with the use of a hierarchical linear
model. In this case, because more than two data points are used, the reduction to only two
data points (pre and post intervention) and consequently, the default clinical significance is
unsuited for a visualization. In this case, we recommend showing individual trajectories per
clinical significance category, as is shown in Figure 3D. In this figure, the course of each patient
is shown as a solid line over time, while the z-axis represents the individual measurements
and the y-axis the observed instrument score at any given measurement.

Group level clinical significance plot

A group level anchor-based clinical significance plot is shown in Figure 1. The average in-
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tervention effect is plotted on the y-axis, surrounded by the uncertainty interval (confidence
or credible interval) as error bars. An ineffective intervention would be expected to result in
an average intervention effect of 0, which is depicted as a solid black line. The instrument’s
MID is shown as a dotted line and thus, the location of the average intervention effect and
uncertainty interval in relation to a null-effect and the MID can be determined.

3. Practical examples

3.1. Harnessing the placebo effect

Claus, Scherbaum, and Bonnet (2020) conducted a study determined to enhance the placebo
effect of antidepressants in the treatment of major depression because the placebo effect may
be in great part responsible for their posited effectiveness (Hengartner and Ploderl 2018;
Hengartner 2022; Jakobsen, Gluud, and Kirsch 2020; Kirsch and Sapirstein 1998; Kirsch,
Deacon, Huedo-Medina, Scoboria, Moore, and Johnson 2008; Kirsch 2010; Moncrieff, Wes-
sely, and Hardy 2004; Whitaker 2010). They sampled patients from an inpatient treatment
site in Germany and randomized patients to receive either treatment as usual (TAU group)
or an additional 30-minute intervention component that sought to amplify the placebo effect
(PA group), mainly by boosting patients’ realistic expectations regarding the effectiveness
of antidepressants. The main outcome was the second edition of the Beck Depression In-
ventory (BDI-II; Beck, Steer, and Brown 1996) which is a self-report instrument for patients
rating the severity and frequency of depressive symptoms. Lower values are beneficial because
higher values indicate a more severe depressive syndrome. This outcome was measured four
times for each patient: First, before the intervention, second and third during the interven-
tion (weekly), and lastly at treatment termination. The original data are publicly available at
https://osf.i0/j439n/ and a reduced version is included in our package clinicalsignificance,
which is readily available after loading the package.

R> library("clinicalsignificance")

R> set.seed(20230920)
R> claus_2020

# A tibble: 172 x 9

id age sex treatment time bdi shaps who hamd

<dbl> <dbl> <fct> <fct> <dbl> <dbl> <dbl> <dbl> <dbl>
1 1 54 Male TAU 1 33 9 0 25
2 1 54 Male TAU 2 28 6 3 17
3 1 54 Male TAU 3 28 9 7 13
4 1 54 Male TAU 4 27 8 3 13
5 2 52 Female PA 1 26 11 2 15
6 2 52 Female PA 2 26 10 0 16
7 2 52 Female PA 3 25 10 0 7
8 2 52 Female PA 4 19 9 3 11
9 3 54 Male PA 1 15 2 0 28
10 3 54 Male PA 2 13 5 9 17

# ... with 162 more rows


https://osf.io/j439n/
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As can be seen, this dataset is in long format, also known as tidy data (Wickham 2014),
in which individual measurements of a single patient are represented in multiple rows. For
instance, the first patient (for which variable id is 1) was measured, as expected, four times
(each measurement corresponds to one value of variable time). The primary outcome — the
BDI-II - is stored in variable bdi.

Our package clinicalsignificance offers the described approaches above via four main functions,
cs_anchor, cs_percentage, cs_distribution, cs_statistical, and cs_combined. We will
illustrate all methods using the data by Claus et al. (2020).

Anchor-based approach

To conduct a clinical significance analysis according to the anchor-based approach, the MID
must be defined a priori. According to Hengartner and Ploder]l (2022) and Button et al.
(2015), the MID for the BDI-II can be estimated to be 6-7 points. Let’s be conservative an
consider MID = 7 for the BDI-II.

Given the dataset and the information on the MID, we can estimate the clinical significance
of this very study by using the function cs_anchor.

R> anchor_individual <- cs_anchor(data = claus_2020, id = id, time = time,
+ outcome = bdi, pre = 1, post = 4, mid_improvement = 7)

First, we need to define the dataframe to use in the analysis with the data argument. In this
case, the data is called claus_2020. Then, we need to supply the individual patient identifier
column with the argument id (the column is also named id in the dataset), the column con-
taining the individual measurement with the argument time (which is also called time in this
dataset), and the column containing the outcome of interest with outcome (bdi in this case).
Because the outcome was measured more than two times during the intervention, we also
need to specify which measurements correspond to the pre and post intervention measure-
ment with arguments pre and post, which are the first and fourth measurement in this case.
Note that we would not need to specify pre and post if only two measurements were present
in the data. Following that, we specify the MID with mid_improvement. One could also
specify a different MID for a deterioration with mid_deterioration, but currently, we have
no information on different MIDs for an improvement or a deterioration and consequently,
mid_deterioration will be set to mid_improvement internally. Furthermore, the direction of
a desired intervention effect can be set with the function argument better_is, which defaults
to better_is = "lower" and is the correct decision for this negative instrument.

The results is an S3 object of class ‘cs_analysis’ which is named anchor_individual in
this case. When called alone, it prints the following table. From this output, we can verify
the employed clinical significance approach (anchor-based in this case), the predefined MID
and how many patients improved, deteriorated or did not change in relation to the MID.

R> anchor_individual
— Clinical Significance Results —

Individual anchor-based approach with a 7 point decrease in
instrument scores indicating a clinical significant improvement.
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Category | n | Percent
Improved | 26 | 62.50%
Unchanged | 11 | 27.50%
Deteriorated | 4 | 10.00%

From this output, it can be determined, that 25 patients (62 % of the sample) showed a change
that is at least as big as the MID in the beneficial direction, so a reduction in this case. 11
patients (28 %) changed lass than the MID and 4 patients (10 %) actually demonstrated an
increase in BDI-II scores that exceeded the MID.

For further information, we can call the generic summary function with the ‘cs_analysis’
object as the only argument.

R> summary(anchor_individual)

— Clinical Significance Results —

Individual anchor-based analysis of clinical significance with a 7
point decrease in instrument scores (bdi) indicating a clinical
significant improvement.

There were 43 participants in the whole dataset of which 40 (93%)

could be included in the analysis.

— Individual Level Results

Category | n | Percent
Improved | 26 | 62.50%
Unchanged | 11 | 27.50%
Deteriorated | 4 | 10.00%

This way, we can retrieve additional information, like the outcome defined by the user as well
as the number of participants that could be used for the analysis, i.e., those with complete
data at x1 and xs.

Furthermore, it is possible to plot the results of each analysis by passing the ‘cs_analysis’
object to the plot generic.

R> plot(anchor_individual)

The resulting plot is shown in Figure 4A. Following the interpretation guidelines from Sec-
tion 2.6, we can infer that the majority of patients showed a clinically significant change
(improvement). Most patients had lower BDI-II scores after intervention as compared to
before (the majority of points fall beneath the solid diagonal) and the 25 patients that are
classified as “improved” are represented by the points beneath the shaded area. 11 patients
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Figure 4: Clinical significance plots for different approaches and the same study by Claus
et al. (2020), depicting (A) a basic clinical significance plot for the individual level anchor-
based approach, (B) the same plot as in (A) but with a provided grouping variable, (C)
the percentage-change approach, (D) the distribution-based approach, (E) the statistical ap-

proach, (F) the combined approach proposed by the authors, and (G) the HLM method for
the distribution-based approach.
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did not change meaningfully (these points are still inside the shaded area). Also, four patients
had meaningfully worse scores after intervention (points above the shaded area).

A plot with colors indicating each participant’s clinical significance category as is shown in
Figure 3A can also be created by modifying the argument show. The resulting plot is not
shown here to avoid redundancy but is created in the supplemental R script.

R> plot(anchor_individual, show = category)

Because the method of clinical significance gains information for every specific patient, one can
extract this information by calling cs_get_augmented_data with the ‘cs_analysis’ object
being its only argument.

R> cs_get_augmented_data(anchor_individual)

# A tibble: 40 x 8
id pre post change improved deteriorated unchanged category

<dbl> <dbl> <dbl> <dbl> <1gl> <lgl> <lgl> <fct>

1 1 33 27 -6 FALSE FALSE TRUE Unchanged
2 2 26 19 -7 TRUE FALSE FALSE Improved
3 3 15 5 -10 TRUE FALSE FALSE Improved
4 5 39 46 7 FALSE TRUE FALSE Deteriora...
5 6 22 28 6 FALSE FALSE TRUE Unchanged
6 7 25 18 -7 TRUE FALSE FALSE Improved
7 8 33 30 -3 FALSE FALSE TRUE Unchanged
8 9 23 8 -15 TRUE FALSE FALSE Improved
9 10 47 24 -23 TRUE FALSE FALSE Improved
10 11 43 13 -30 TRUE FALSE FALSE Improved

From the resulting output, one can determine the individual incorporated pre and post in-
tervention scores, the individual change, and clinical significance category. Thus, it is very
simple to, for instance, filter out specific patients and review their change or identify unusual
response patterns. We implemented various additional extractor functions to obtain necessary
information from a ‘cs_analysis’ object, which all are of the form cs_get_x*.

Of particular interest is the fact, that Claus et al. (2020) examined two groups: the one
undergoing treatment as usual (TAU) and the one receiving the placebo amplification treat-
ment (PA). With every main function of our package we can specify a variable containing the
grouping information and obtain group-specific results. The function call is identical to the
one above, except that the group argument is defined.

R> anchor_individual_groups <- cs_anchor(data = claus_2020, id = id, time = time,

+ outcome = bdi, pre = 1, post = 4, mid_improvement = 7, group = treatment)
R> anchor_individual_groups

— Clinical Significance Results —

Individual anchor-based approach with a 7 point decrease in
instrument scores indicating a clinical significant improvement.
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Group | Category | n | Percent
TAU | Improved | 8 | 20.00%
TAU | Unchanged | 7 | 17.50%
TAU | Deteriorated | 4 | 10.00%
PA | Improved | 17 | 42.50%
PA I Unchanged | 4 | 10.00%
PA | Deteriorated | O |  0.00%

More patients demonstrated a clinically meaningful improvement in the PA (42 %, placebo
amplification) condition as compared to the TAU (20 %, treatment as usual) condition. Less
patients in the PA condition can be classified as “unchanged” (10 % vs. 17 %) and all patients
that showed a meaningful deterioration are members of the TAU condition (10% of all in-
corporated patients). This result becomes even more apparent in the accompanying plot (see
Figure 4B), which was created with

R> plot(anchor_individual_groups)

Another possibility would be to examine clinical significance with the anchor-based approach
on the group level. This can be done by setting the function argument to target = "group".

R> anchor_whole_group <- cs_anchor(data = claus_2020, id =
+ outcome = bdi, pre = 1, post = 4, mid_improvement = 7, target = "group")
R> anchor_whole_group

id, time = time,

— Clinical Significance Results —

Groupwise anchor-based approach (within groups) with a 7 point
decrease in instrument scores indicating a clinical significant
improvement.

Median Difference | [Lower | Upper] | CI-Level | n | Category
-9.36 | -12.84 | -5.74 | 0.95 | 40 | Probably clinically si
gnificant effect

Note that by default, the Bayesian approach to significance testing is used (see Section 2.1).
The median difference signifies that the sample as a whole demonstrated an average reduction
in BDI-II scores of 9.36 points, with the 95 % CI ranging from —12.84 to —5.74. Because the
median intervention effect exceeds the MID but the credible interval still contains it, the effect
is probably clinically significant (category “D” in Figure 1). A figure depicting the results as
Figure 1 can be created with

R> plot(anchor_whole_group)

but is not shown here.

Because Claus et al. (2020) examined two groups, it is wise to evaluate the intervention effect
in both groups separately. This can be done by providing the group argument in cs_anchor.
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R> anchor_group <- cs_anchor(data claus_2020, id = id, time = time,
+ outcome = bdi, pre = 1, post = 4, mid_improvement = 7,

+ target = "group", group = treatment)

R> anchor_group

— Clinical Significance Results —

Groupwise anchor-based approach (within groups) with a 7 point
decrease in instrument scores indicating a clinical significant
improvement.

Group | Median Difference | [Lower | Upper] | CI-Level | n | Category

TAU | -4.27 | -9.22 | 0.50 | 0.95 | 19 | Statistically
not significant
PA | -13.73 | -18.23 | -9.18 | 0.95 | 21 | Large clinical

ly significant effect

From this we can see that the results for the whole group are biased because of the inherent
grouping structure of the data. For the TAU group, not even a statistically significant change
could be observed (because the credible interval does contain 0, see category “A” in Figure 1).
The PA group change, however, demonstrated a large clinically significant effect (category
“E” in Figure 1).

Additionally, one might not be interested in the effectiveness of both treatment groups as
compared to a null effect but in the intervention effect of the active treatment condition in re-
lation to the inactive one, i.e., PA vs. TAU. In this case, a between-groups analysis is needed,
which can be performed by changing the effect argument from effect = "within" (the
default) to effect = "between". Note that the argument post must be set in this case to
indicate at which measurement the groups should be compared. It is also possible to define a
reference group to which (in the case of multiple groups) all subsequent groups are compared
with the argument reference_group but it is not needed in this case because clinicalsignif-
icance automatically picks the first factor level of an ordinary factor as the reference level,
which is the TAU group in this dataset.

R> set.seed(20230920)
R> anchor_group_between <- cs_anchor(data = claus_2020, id = id,
7,

+ time = time, outcome = bdi, post = 4, mid_improvement
+ target = "group", group = treatment, effect = "between")
R> anchor_group_between

The resulting output is not shown here for purposes of the layout but the median dif-
ference (and credible interval) is —10.31 (—18.05,—2.62) which indicates a probable clini-
cally significant effect (category “D” in Figure 1) in favor of the PA group. The function
set.seed(20230920) is used to make the results reproducible, because the Bayesian approach
requires random sampling and may vary slightly for each run.

Percentage-change approach

To conduct a percentage-change analysis of clinical significance, a PCC must be defined a
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priori. In some medical field, a symptom reduction of 50 % is usually defined as a “response”.
Such an analysis could be conducted with cs_percentage. All arguments are identical to
cs_anchor but instead of an MID, one defines the pct_improvement argument, i.e., the
percentage-change to infer a meaningful change. As with cs_anchor, the PCC may be set
for a deterioration separately and is assumed to be equal if only pct_improvement is defined.
Also, a grouping variable may be provided to obtain group-wise results. If PCC = 0.5, then

R> percentage <- cs_percentage(data = claus_2020, id = id, time = time,

+ outcome = bdi, pre = 1, post = 4, pct_improvement = 0.5)
R> percentage

— Clinical Significance Results —

Percentage-change approach with a 50% decrease in instrument scores
indicating a clinical significant improvement.

Category | n | Percent
Improved | 11 | 27.50%
Unchanged | 29 | 72.50%
Deteriorated | O |  0.00%

From the output we can see, that the vast majority of patients, i.e., 72% did not change
in a meaningful way when a meaningful change is defined as a 50 % reduction of the initial
instrument score. The BDI-II scores decreased more than 50 % for only 11 patients (28 %).
A clinical significance plot can be created as well with

R> plot(percentage)

and the resulting output is shown in Figure 4C.

Distribution-based approach

A distribution-based oriented analysis of clinical significance can be done with the main
function cs_distribution. For all RCI methods (except HLM), a reliability estimate must
be provided by the user?. In the study by Claus et al. (2020), the reliability of the BDI-II
was calculated from the data at hand and was estimated to be McDonald’s w = 0.801. The
resulting function call would then be

R> distribution_jt <- cs_distribution(data = claus_2020, id = id, time = time,
+ outcome = bdi, pre = 1, post = 4, reliability = 0.801)

R> distribution_jt

R> plot(distribution_jt)

— Clinical Significance Results —

2For the Nunnally and Kotsch (1983) method, two separate reliability estimates for the pre and post
intervention measurement must be supplied.
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Distribution-based approach using the JT method.

Category | n | Percent
Improved | 18 | 45.00%
Unchanged | 22 | 55.00%
Deteriorated | 0 |  0.00%

By default, the Jacobson and Truax (1991) (JT) method is used to calculate the RCI. From
the output, we can see that, according to the distribution-based approach, that the majority
of patients (55%) did not change statistically reliably, but 28 patients (45 %) exhibited a
change that was greater than the measurement error of the BDI-II . The results are shown
in Figure 4D. To change the RCI method, the rci_method argument must be changed. If,
for instance, the Hageman and Arrindell (1999b) (HA) method is desired, the function call
would be

R> distribution_ha <- cs_distribution(data = claus_2020, id = id,
+ time = time, outcome = bdi, pre = 1, post = 4, reliability = 0.801,

+ rci_method = "HA")
R> distribution_ha

— Clinical Significance Results —

Distribution-based approach using the HA method.

Category | n | Percent
Improved | 256 | 62.50%
Unchanged | 16 | 37.50%
Deteriorated | O | 0.00%

One can easily see that the Hageman and Arrindell (1999b) method is more liberal regarding
the RCI change criterion.

Another RCI is the HLM method, which can be used to incorporate all available data points
per patient, if it’s the case that each patient was measured more than twice. Again, the
rci_method argument can be changed to achieve the following call. Notice that the definition
of pre and post arguments are not needed here because all available data points will be
considered for the analysis. Additionally, the reliability will be estimated from the data itself,
so not reliability must be provided.

R> distribution_hlm <- cs_distribution(data
+ time = time, outcome = bdi, rci_method
R> distribution_hlm

R> plot(distribution_hlm)

claus_2020, id = id,
"HLMH)

— Clinical Significance Results —
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Distribution-based approach using the HLM method.

Category | n | Percent
Improved | 651 12.50%
Unchanged | 32 | 80.00%
Deteriorated | 3 |  7.50%

The accompanying plot is shown in Figure 4G. Of course, all distribution-based methods can
be grouped by a variable present in the data as well.

Statistical approach

The statistical approach can be used to determine, which patients changed from a clinical
to a functional population during the intervention. This can be achieved by using the main
function cs_statistical. For the calculation of an optimal cutoff, summary statistics of
our instrument for a functional population must be provided. Kiihner, Biirger, Keller, and
Hautzinger (2007) estimated that an adult German non-clinical sample yielded a mean value
of M = 7.69 with a standard deviation of s = 7.52 on the BDI-II. Because we have this
information, we can calculate cutoff of choice ¢ (see Section 2.4). The appropriate function
call would be

R> statistical_jt <- cs_statistical(data = claus_2020, id = id, time = time,
+ outcome = bdi, pre = 1, post = 4, m_functional = 7.69,

+ sd_functional = 7.53, cutoff_type = "c")

R> statistical_jt

R> plot(statistical_jt)

— Clinical Significance Results —

Statistical approach using the JT method.

Category | n | Percent
Improved | 13 | 32.50%
Unchanged | 27 | 67.50%
Deteriorated | O |  0.00%

with the clinical significance plot shown in Figure 4E. From the output, we can see that 68 %
of patients did not change populations but 32 % did. Zero patient changed from the functional
to the clinical population, i.e., no patient deteriorated according to the statistical approach.
For the statistical method described by Hageman and Arrindell (1999b), the instrument’s
reliability must also be provided by the user with the argument reliability.

Combined approaches

Our package clinicalsignificance offers two combinations of the approaches outlined in Sec-
tion 2. Firstly, the classic approach advocated by Jacobson et al. (1984) and Jacobson and
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Truax (1991), i.e., the combination of the statistical with the distribution-based approach, as
well as our proposed approach, so the combination of the statistical and individual anchor-
based approach. Both approaches are implemented in the last main function, cs_combined.

To perform a clinical significance analysis for our approach, one would need an MID and
(optionally, depending on the desired cutoff) summary statistics for the given instrument of
a functional population. We take both information from above. Then the analysis can be
carried out with

R> combined_cwb <- cs_combined(data = claus_2020, id = id, time = time,
+ outcome = bdi, pre = 1, post = 4, m_functional = 7.69,

+ sd_functional = 7.53, cutoff_type = "c", mid_improvement = 7)

R> combined_cwb

R> plot(combined_cwb)

— Clinical Significance Results —

Combined approach using the anchor-based and statistical approach.

Category | n | Percent
Recovered | 13 | 32.50%
Improved | 12 | 30.00%
Unchanged | 11 | 27.50%
Deteriorated | 4 | 10.00%
Harmed | 0| 0.00%

with the resulting plot shown in Figure 4F. For 12 patients, change was at least as big as the
MID but they did not change populations during intervention, hence they can be categorized
as “improved”. 13 patients additionally fulfilled the population change criterion and can be
classified as “recovered” after the intervention. A minority of patients changed less than the
MID (11 “unchanged” patients) and 4 patients exhibited a change equal to or greater than die
MID but in the harmful direction, i.e., at least a 7 point increase in BDI-II scores. Fortunately,
no patient changed from the functional to the clinical population during the intervention.

The classic clinical significance approach proposed by Jacobson and Truax (1991) can be run
with the following command. As soon as the mid_improvement argument is not provided,
the classic approach will be computed.

R> combined_jt <- cs_combined(data = claus_2020, id = id, time = time,
+ outcome = bdi, pre = 1, post = 4, m_functional = 7.69,

+ sd_functional = 7.53, cutoff_type = "c", reliability = 0.801)
R> combined_jt

— Clinical Significance Results —

Combined approach using the JT and statistical approach.
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Category | n | Percent
Recovered | 10 | 25.00%
Improved | 8 | 20.00%
Unchanged | 22 | 55.00%
Deteriorated | 0 |  0.00%
Harmed | 0| 0.00%

Because the RCI is greater than the MID in this specific example, more patients are classified
as “unchanged” as opposed to our combined approach (22 vs. 11 patients). 8 patients belong
to the “improved” group, i.e., their change was greater than the error of the measurement
but they did not change populations during the intervention. 10 patients showed a change
greater than the RCI and changed populations, thereby fulfilling both criteria.

From this comparison between the two approaches, the interpretation advantages of our
approach become clear: The “improved” group in our approach offers a meaningful inter-
pretation, because these patients demonstrated a change that, at least, can be believed to
be practically relevant. In the classic Jacobson and Truax (1991) approach, this group only
showed a reliable change which is not indicative of a clinically meaningful change (De Vet
and Terwee 2010).

3.2. Treating children and adolescents with chronic pain

Chronic pain in children and adolescents is a highly prevalent and debilitating condition
(Kashikar-Zuck et al. 2010; King 2011; Kénning, Rosenthal, Brown, Stahlschmidt, and Wa-
ger 2021; Wilson and Palermo 2012; Zernikow et al. 2012). Hechler et al. (2014) report a
clinical trial to estimate the effectiveness and efficiency of an intensive interdisciplinary pain
treatment for the group of patients that have to undergo this kind of treatment because of
their highly impacting pain. Claus et al. (2022) have recently shown through a systematic
review and meta-analysis that this kind of treatment results in great improvements in pain-
related disability at 6-month follow-up (FU, ¢y, = —1.77). This statement was based on
group-wise effect sizes, but are those changes in pain-related disability also meaningful for
individuals?

The accompanying data related to this question is provided by the package again. It is called
hechler_2014 and can be loaded by

R> hechler_2014

# A tibble: 208 x 3
patient measurement disability

<dbl> <dbl> <dbl>
1 2 1 46
2 2 2 NA
3 3 1 41
4 3 2 12
5 6 1 29
6 6 2 13
7 9 1 30
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8 9 2 14
9 13 1 41
10 13 2 12
# ... with 198 more rows

Hechler et al. (2014) measured pain-related disability with the PPDI (Hiibner et al. 2009).
Because an MID for this instrument is currently not known, the anchor-based approach is
no option. The distribution-based approach may be feasible because it only incorporates in-
formation from the data at hand. On the other hand, the consideration of information from
outside of a given study is also needed to examine the meaningfulness of results. Thus, the
classic approach proposed by Jacobson and Truax (1991) may be a suitable alternative to
investigating the clinical significance in this study. Consequently, as in the previous example,
we need descriptive data for pain-related disability from a functional population to carry out
the clinical significance analysis. Lambert and Ogles (2009) as well as Ogles et al. (2001)
rightfully question what the functional population should be in the case of a chronic health
condition like chronic pain. In one approach, Tingey et al. (1996) propose to employ the
dimensional approach of clinical significance again and define a population that is more func-
tional than the clinical population, which may still experience the disorder in question but is
more functional in other areas. For instance, Kénning et al. (2021) determined the severity of
chronic pain in German adolescents that have chronic pain but still go to school and did not
see a health professional for their pain in the last three months. These criteria were fulfilled
by n = 595 adolescents, who showed a mean pain-related disability of M = 26.7 (s = 9.14) as
measured with the PPDI (these summary statistics were calculated by the present authors,
based on previously unpublished data). Higher values indicate a higher pain-related disability,
so lower values are desirable. According to Hiibner et al. (2009), we can assume coefficient
« = 0.865 as the measure of reliability.

The clinical significance analysis can be done with the following function call.

R> hechler_results <- cs_combined(data = hechler_2014, id = patient,
+ time = measurement, outcome = disability, m_functional = 26.7,
+ sd_functional = 9.14, cutoff_type = "c", reliability = 0.865)
R> summary (hechler_results)

— Clinical Significance Results —
Combined analysis of clinical significance using the JT and
statistical approach method for calculating the RCI and population

cutoffs.

There were 104 participants in the whole dataset of which 92 (88.5%)
could be included in the analysis.

The outcome was disability and the reliability was set to 0.865.

The cutoff type was c¢ with a value of 31.17 based on the following
summary statistics:
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Figure 5: Clinical significance analysis of the trial reported by Hechler et al. (2014) for the
6-month FU results. Most children and adolescents can be either categorized as improved or
recovered. One patient deteriorated and one patient can be classified as harmed.

— Population Characteristics
M Clinical | SD Clinical | M Functional | SD Functional

— Individual Level Results

Category | n | Percent
Recovered | 44 | 47.83)%
Improved | 15 | 16.30%
Unchanged | 30 | 32.61%
Deteriorated | 2 | 2.17%
Harmed [ 11 1.09%

From this summary, we can see that, in fact, 48 % of examined patients can be seen to have
changed clinical significantly, relative to a sample of adolescents who go to school but have
chronic pain. One can also observe that two patients were classified to have deteriorated
and one even harmed (i.e., showed a reliable change and changed from the functional to the
clinical population at 6-month FU). This becomes also apparent by examining the clinical
significance plot, which can be seen in Figure 5.

R> plot (hechler_results)

4. Reporting recommendations

We recommend researchers to provide the following parameters when reporting a clinical
significance analysis to ensure reproducibility and replicability of research findings:
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e Means and standard deviations of pre and post intervention scores.
o Effect size estimates for this difference.

e The employed clinical significance approach.

e Clinical significance analysis results formatted as a table.

o A clinical significance plot.

o All defined arguments besides those needed for data wrangling. State why you chose
specific values (e.g., for the MID) with corresponding, relevant references.

o The software used to calculate the results (including version numbers).

o If possible, publish your anonymized data and analysis scripts in scientific online repos-
itories.

5. Summary and discussion

We introduced the new R package clinicalsignificance, in which the most relevant methods
to conduct clinical significance analyses of intervention trials are implemented, with results
displayed in a consistent and publication ready form. In doing so, we hope to foster research
on the clinical, as opposed to statistical, significance of interventions and research on the
very method itself. As can be seen from Section 3, the results of such an analysis can differ
based on which clinical significance method is used. Fortunately, this package can certainly
be used to simplify research on clinical significance which may yield even more informed
recommendations as to which method should be used.

The validity of the clinical significance approach has been shown, for instance, by Ronk,
Hooke, and Page (2016) who compared the results of clinical significance analyses regarding
depression against a measure of life satisfaction and enjoyment and found a good correspon-
dence and, hence, validity of this approach. See Lambert and Ogles (2009) for further details
and other examples.

Nonetheless, clinical significance analyses have shortcomings as well. First and foremost, even
if researchers examine the clinical significance and state the employed analysis methods, in-
dices and results can vary considerably between studies (Lambert and Ogles 2009). This issue
may be solved by using this package in routine research practice to ensure that all indices are
calculated in a consistent way. Lavigne (2016), Crosby et al. (2003), and De Vet and Terwee
(2010) list various advantages and disadvantages for the clinical significance approaches out-
lined here and implemented in clinicalsignificance. We encourage future researchers to bear
those in mind and compare as well as potentially improve these approaches as well.

To further facilitate the replicable use of this method, we offer to host a database of MIDs and
functional population descriptive statistics on the package website at https://pedscience.
github.io/clinicalsignificance/ which then can be chosen when using the package, or
when conducting a clinical significance analysis without using the package. This prevents
researchers from relying on different population statistics which may improve consistency
greatly and is urgently needed to interpret the results across studies. We encourage researchers


https://pedscience.github.io/clinicalsignificance/
https://pedscience.github.io/clinicalsignificance/

Journal of Statistical Software 33

to get in touch with us to include MIDs, or descriptive statistics of functional populations
which are based on big representative samples in a variety of cultures and languages.

Computational details

The estimation of hierarchical linear models (HLM) relies on the Ime4 package (Bates, Méch-
ler, Bolker, and Walker 2015), Bayesian t tests are calculated using the R package BayesFac-
tor (Morey and Rouder 2023), and the plots are created with ggplot2 (Wickham 2016) inter-
nally.
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